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FIG. 8B
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1
CONTEXTUAL VOICE USER INTERFACE

BACKGROUND

Speech recognition systems have progressed to the point
where humans can interact with computing devices using,
their voices. Such systems employ techniques to identify the
words spoken by a human user based on the various qualities
of a received audio mput. Speech recognition combined with
natural language understanding processing techniques
enable speech-based user control of a computing device to
perform tasks based on the user’s spoken commands. The
combination of speech recogmition and natural language
understanding processing techniques 1s referred to herein as
speech processing. Speech processing may also involve
converting a user’s speech into text data which may then be
provided to various text-based software applications.

Speech processing may be used by computers, hand-held
devices, telephone computer systems, kiosks, and a wide
variety of other devices to improve human-computer inter-
actions.

BRIEF DESCRIPTION OF DRAWINGS

For a more complete understanding of the present disclo-
sure, reference 1s now made to the following description
taken 1n conjunction with the accompanying drawings.

FIG. 1 illustrates a speech processing system configured
to provide a contextual voice user iterface according to
embodiments of the present disclosure.

FIG. 2A 1s a diagram of components of a speech process-
ing system according to embodiments of the present disclo-
sure.

FIG. 2B 1s a diagram of components of a speech process-
ing system according to embodiments of the present disclo-
sure.

FIG. 3 1s a conceptual diagram of a system architecture
for parsing incoming utterances using multiple domains
according to embodiments of the present disclosure.

FIG. 4 1s a conceptual diagram of how text-to-speech
processing 1s performed according to embodiments of the
present disclosure.

FIG. 5 illustrates data stored and associated with user
profiles according to embodiments of the present disclosure.

FIG. 6 1llustrates speech processing pipeline data associ-
ated with a session ID according to embodiments of the
present disclosure.

FIGS. 7A through 7D are a signal tlow diagram 1llustrat-
ing the processing of as utterance and the generation of a

session record according to embodiments of the present
disclosure.

FIGS. 8A through 8C are a signal tlow diagram illustrat-
ing the processing of an utterance referencing either an
immediately preceding processed utterance or a non-imme-
diately preceding processing utterance according to embodi-
ments of the present disclosure.

FIG. 9 illustrates a data output format usable to output
data to a user according to embodiments of the present
disclosure.

FIG. 10 1s a block diagram conceptually illustrating
example components of a speech-detection device according
to embodiments of the present disclosure.

FIG. 11 1s a block diagram conceptually illustrating
example components of a server according to embodiments
of the present disclosure.
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2

FIG. 12 illustrates an example of a computer network for
use with the speech processing system.

DETAILED DESCRIPTION

Automatic speech recognition (ASR) 1s a field of com-
puter science, artificial intelligence, and linguistics con-
cerned with transforming audio data associated with speech
into text data representative of that speech. Natural language
understanding (NLU) 1s a field of computer science, artifi-
cial intelligence, and linguistics concerned with enabling
computers to derive meaning from text input containing
natural language. Text-to-speech (1TS) 1s a field of com-
puter science, artificial intelligence, and linguistics con-
cerned with enabling computers to output synthesized
speech. ASR, NLU, and TTS may be used together as part
of a speech processing system.

A speech processing system may be configured to execute
one or more commands included 1n a spoken utterance. For
example, the speech processing system may receive audio
data corresponding to a spoken utterance, may process the
audio data using ASR and NLU to determine a command
invoked by the utterance, may obtain content responsive to
the command, and may output the content to a user. If
everything works well, the delivered content matches the
user’s itent and the user 1s pleased with the results. In some
instances, however, the speech processing system may out-
put content that 1s unresponsive to the command. This may
happen for several reasons, including errors made 1n per-
forming ASR and/or NLU. In other instances, the speech
processing system may output content responsive to the
command based on the speech processing system’s intelli-
gence, but which may be considered unresponsive because
the content 1sn’t what the user wanted. In these instances,
and 1n other instances, a user may be interested 1n knowing
how and/or why the speech processing system processed the
input utterance to i1dentity the content that was delivered.

The present disclosure solves the above (and other) prob-
lems by providing a contextual voice user interface that
ecnables a user to query a speech processing system with
respect to the decisions made to answer a previous spoken
command. The speech processing system may store speech
processing pipeline data used to process commands. At
some point after the system outputs content deemed respon-
sive to a particular command, a user may speak another
command asking the system as to how 1t went about pro-
cessing the particular previous command. For example, the
user may speak one command and follow that command
with a query of “why did you tell me that?” In response to
the query (e.g., the second command), the speech processing
system may access the stored speech processing pipeline
data used to respond to the command, and may generate
output data (which may be spoken back to the user, dis-
played on a screen, or output 1n some other manner) that
describes the data and computing decisions involved 1n
determining the content deemed responsive to the previous
command. This way, the system can explain to a user how
it processed the earlier command and the user can i1dentity
where the processing may have gone wrong so that the user
can adjust the spoken commands (or the system operation 1f
the user has access to do so) for future commands.

FIG. 1 shows a speech processing system 100 configured
to provide a contextual voice user interface as described
herein. Although the figures and discussion illustrate certain
operational steps of the system 100 1n a particular order, the
steps described may be performed 1n a different order (as
well as certain steps removed or added) without departing
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from the intent of the disclosure. As shown 1n FIG. 1, the
system 100 may include one or more speech-detection
devices 110 local to a user 5, as well as one or more networks
199 and one or more servers 120 connected to the speech-
detection device(s) 110 across the network(s) 199. The
server(s) 120 (which may be one or more different physical
devices) may be capable of performing traditional speech
processing (e.g., ASR, NLU, command processing, etc.) as
well as other operations as described herein. A single server
120 may perform all speech processing or multiple servers
120 may combine to perform all speech processing. Further,
the server(s) 120 may execute certain commands, such as
answering spoken utterances of users 5 and operating other
devices (e.g., light switches, appliances, etc.). In addition,
certain speech detection or command execution functions
may be performed by the speech-detection device 110.
Further, the system 100 may be i communication with
external data sources, such as a knowledge base, external
service provider devices (e.g., application servers 125), or
the like.

As shown 1n FIG. 1, a speech-detection device 110 may
capture audio 11 including a spoken utterance of a user 5 via
a microphone or microphone array of the speech-detection
device 110. The speech-detection device 110 determines
audio data corresponding to the captured audio 11, and sends
the audio data to the server(s) 120 for processing.

The server(s) 120 receives (130) the audio data from the
speech-detection device 110. The server(s) 120 performs
(132) ASR on the audio data to generate text data. The
server(s) 120 also performs (134) NLU on the text data to
generate NLU results. Rather than the server(s) 120 per-
forming ASR on audio data to generate the text data, the
server(s) 120 may receive the text data from a device. For
example, a user may mput (via a keyboard) text mto a
computing device. Text data corresponding to the text may
then be sent to the server(s) 120. The server(s) 120 may then
perform NLU on the text data to generate the NLU results.

The server(s) 120 may determine (136) the NLU results
correspond to a request for details about a previous utter-
ance’s processing. For example, ASR results including text
data corresponding to “why did you tell me that,” “why did
you tell me the weather for Seattle yesterday,” etc. may be
interpreted by an NLU component of the system 100 as
corresponding to a request for details about a previous
utterance’s processing. Thus the NLU results may include
data such as {intent: analyze previous utterance’s process-
ing} {subject utterance: [preceding utterance]}, {user ID:
1XBY54}. The server(s) 120 may also identify (138) a user
that spoke the utterance represented in the audio data
received from the speech-detection device 110, which may
be output as part of the NLU results or from a user
recognition component 295 discussed below. Knowing the
user ID and that the utterance corresponds to a request for
details about a previous utterance’s processing, the server(s)
120 may determine (140) processing decisions performed
with respect to the previous utterance. For example, it the
NLU results include text data corresponding to “why did
you tell me that,” the server(s) 120 may determine “‘that™
refers to an immediately preceding user interaction with the
system 100. According to another example, i the NLU
results include text data corresponding to “why did you tell
me the weather for Seattle yesterday,” the server(s) 120 may
determine “weather” as being a domain, “Seattle” as being
a resolved object, and “‘yesterday” as being a timestamp.
Therefrom, the server(s) 120 may determine a previous user
interaction processed “yesterday” and involving the weather
domain with “Seattle” as a resolved object. It should be
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appreciated that the user’s query with respect to knowing
how and/or why a past command was processed 1s not
limited to any particular temporal relationship. The temporal
nature of the user’s request may be limited by data retention
policies of the system 100. For example, if the system 100
only retains speech processing pipeline data for 90 calendar
days, the user may be limited to asking how a given
command was processed to the preceding 90 calendar days.

The server(s) 120 may generate (142) output audio data
representing the data and processing decisions ivolved in
responding to the previous utterance. The server(s) 120 may
send (144) the output audio data to the speech-detection
device 110 (or another device indicated in a profile of the
user 5), which 1in turn may output audio corresponding to the
output audio data to the user 5.

The system 100 of FIG. 1 may operate using various
speech processing components as described in FIGS. 2A and
2B. The various components 1llustrated may be located on a
same or different physical devices. Communication between
various components illustrated in FIGS. 2A and 2B may
occur directly or across a network(s) 199. An audio capture
component, such as a microphone (or array of microphones)
of the speech-detection device 110 (or other device), cap-
tures 1nput audio 11 corresponding to a spoken utterance.
The speech-detection device 110, using a wakeword detec-
tion component 220, processes audio data corresponding to
the mput audio 11 to determine 1f a keyword (such as a
wakeword) 1s detected in the audio data. Following detec-
tion of a wakeword, the speech-detection device 110 sends
audio data 111, corresponding to the utterance, to a server(s)
120 for processing. The audio data 111 may be output from
an acoustic front end (AFE) 256 located on the speech-

detection device 110 prior to transmission, or the audio data
111 may be 1n a diflerent form for processing by a remote
AFE 256, such as the AFE 256 located with an ASR
component 250 of the server(s) 120.

The wakeword detection component 220 works 1n con-
junction with other components of the speech-detection
device 110, for example a microphone to detect keywords 1n
audio data corresponding to the mput audio 11. For example,
the speech-detection device 110 may convert input audio 11
into audio data, and process the audio data with the wake-
word detection component 220 to determine whether speech
1s detected, and 1f so, 1f the audio data comprising speech
matches an audio signature and/or model corresponding to a
particular keyword.

The speech-detection device 110 may use various tech-
niques to determine whether audio data includes speech.
Some embodiments may apply voice activity detection
(VAD) techniques. Such techniques may determine whether
speech 1s present 1n audio data based on various quantitative
aspects of the audio data, such as a spectral slope between
one or more frames of the audio data; energy levels of the
audio data 1n one or more spectral bands; signal-to-noise
ratios of the audio data in one or more spectral bands; or
other quantitative aspects. In other embodiments, the
speech-detection device 110 may implement a limited clas-
sifier configured to distinguish speech from background
noise. The classifier may be implemented by techniques
such as linear classifiers, support vector machines, and
decision trees. In still other embodiments, Hidden Markov
Model (HMM) or Gaussian Mixture Model (GMM) tech-
niques may be applied to compare the audio data to one or
more acoustic models 1n speech storage, which acoustic
models may include models corresponding to speech, noise
(such as environmental noise or background noise), or
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silence. Still other techniques may be used to determine
whether speech 1s present 1n audio data.

Once speech 1s detected 1n the audio data, the speech-
detection device 110 may use the wakeword detection
component 220 to perform wakeword detection to determine
when a user itends to speak a command to the speech-
detection device 110. This process may also be referred to as
keyword detection, with the wakeword being a specific
example of a keyword. Specifically, keyword detection 1s
typically performed without performing linguistic analysis,
textual analysis, or semantic analysis. Instead, audio data 1s
analyzed to determine 11 specific characteristics of the audio
data match preconfigured acoustic waveforms, audio signa-
tures, or other data to determine 1f the incoming audio data
“matches” stored audio data corresponding to a keyword.

Thus, the wakeword detection component 220 may com-
pare audio data to stored models or data to detect a wake-
word. One approach for wakeword detection applies general
large vocabulary continuous speech recognition (LVCSR)
systems to decode audio signals, with wakeword searching
conducted 1n resulting lattices or confusion networks.
LVCSR decoding may require relatively high computational
resources. Another approach for wakeword spotting builds
HMMs for each wakeword and non-wakeword speech sig-
nals, respectively. The non-wakeword speech includes other
spoken words, background noise, etc. There can be one or
more HMMSs built to model the non-wakeword speech
characteristics, which are named filler models. Viterbi
decoding 1s used to search the best path 1n a decoding graph,
and the decoding output i1s further processed to make the
decision on keyword presence. This approach can be
extended to include discriminative mformation by incorpo-
rating a hybrid deep neural network (DNN)-HMM decoding,
framework. In another embodiment, the wakeword spotting
system may be built on DNN/recursive neural network
(RNN) structures directly, without HMM 1nvolved. Such a
system may estimate the posteriors of wakewords with
context information, either by stacking frames within a
context window for DNN, or using RNN. Follow-on pos-
terior threshold tuning or smoothing 1s applied for decision
making. Other techniques for wakeword detection, such as
those known 1n the art, may also be used.

Once the wakeword 1s detected in the audio data, the
speech-detection device 110 may “wake” and begin trans-
mitting audio data 111 corresponding to input audio 11 to the
server(s) 120 for speech processing (e.g., for purposes of
executing a command 1n the speech). The audio data 111
may include data corresponding to the wakeword, or the
portion of the audio data corresponding to the wakeword
may be removed by the speech-detection device 110 prior to
sending the audio data 111 to the server(s) 120.

Upon receipt by the server(s) 120, an orchestrator com-
ponent 297 sends the audio data 111 to a speech processing
component 298, and namely an ASR component 250 of the
speech processing component 298. The ASR component 250
transcribes the audio data 111 into text data representing
words of speech contained 1n the audio data 111. The text
data may then be used by other components for various
purposes, such as executing system commands, mputting
data, etc. A spoken utterance 1n the audio data 111 1s 1mput
to a processor configured to perform ASR, which then
interprets the spoken utterance based on a similarity between
the spoken utterance and pre-established language models
254 stored 1in an ASR model knowledge base (i.e., an ASR
model storage 252). For example, the ASR component 2350
may compare the audio data 111 with models for sounds
(e.g., subword units or phonemes) and sequences of sounds
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to 1dentily words that match the sequence of sounds spoken
in the utterance of the audio data 111.

The different ways a spoken utterance may be interpreted
(1.e., the different hypotheses) may each be assigned a
respective probability/confidence score representing a like-
lihood that a particular set of words matches those spoken 1n
the uftterance. The confidence score may be based on a
number of factors including, for example, a similarity of the
sound 1n the spoken utterance to models for language sounds
(e.g., an acoustic model 253 stored in the ASR model storage
252), and a likelihood that a particular word that matches the
sound would be included in the sentence at the specific
location (e.g., using a language model 234 stored in the ASR
model storage 252). Thus, each potential textual interpreta-
tion of the spoken utterance (1.e., hypothesis) 1s associated
with a confidence score. Based on the considered factors and
the assigned confidence score, the ASR component 2350
outputs the most likely text data corresponding to the audio
data 111. The ASR component 250 may also output multiple
hypotheses 1n the form of a lattice or an N-best list with each
hypothesis corresponding to a confidence score or other
score (e.g., such as probability scores, etc.).

The server(s) 120 including the ASR component 250 may
include an AFE 256 and a speech recognition engine 258.
The AFE 256 transforms audio data 111 into data for
processing by the speech recognition engine 258. The
speech recognition engine 258 compares the speech recog-
nition data with acoustic models 253, language models 254,
and other data models and information for recognizing the
speech conveyed 1n the audio data 111. The AFE 256 may
reduce noise in the audio data 111 and divide the digitized
audio data 111 into frames representing time intervals for
which the AFE 256 determines a number of values (1.e.,
features) representing qualities of the audio data 111, along
with a set of those values (i.e., a feature vector or audio
feature vector) representing features/qualities of the audio
data 111 within each frame. In one configuration, each audio
frame includes 25 ms of audio data and the frames start at
10 ms intervals resulting 1n a sliding window where adjacent
audio frames include 15 ms of overlapping audio data. Many
different features may be determined, as known in the art,
and each feature represents some quality of the audio data
111 that may be useful for ASR processing. A number of
approaches may be used by the AFE 256 to process the audio
data 111, such as mel-frequency cepstral coeflicients
(MFCCs), perceptual linear predictive (PLP) techniques,
neural network feature vector techniques, linear discrimi-
nant analysis, semi-tied covariance matrices, or other
approaches known to those skilled in the art.

The speech recognition engine 258 may process data
output from the AFE 256 with reference to information
stored 1n the ASR model storage 252. Alternatively, post-
AFE processed data (e.g., feature vectors) may be recerved
by the device executing ASR processing from another
source besides the internal AFE 256. For example, the
speech-detection device 110 may process audio data 111 1nto
feature vectors (e.g., using an on-device AFE 256) and
transmit the feature vector data to the server(s) 120, across
the network(s) 199, for ASR processing. Feature vector data
may arrive at the server(s) 120 encoded, 1n which case 1t may
be decoded prior to processing by the processor executing
the speech recognition engine 238.

The speech recognition engine 258 attempts to match
received feature vectors to language phonemes and words as
known 1n the stored acoustic models 233 and language
models 254. The speech recognition engine 258 computes
recognition scores for the feature vectors based on acoustic




US 10,446,147 Bl

7

information and language information. The acoustic infor-
mation 1s used to calculate an acoustic score representing a
likelihood that the intended sound represented by a group of
feature vectors matches a language phoneme. The language
information 1s used to adjust the acoustic score by consid-
ering what sounds and/or words are used 1n context with
cach other, thereby improving a likelihood that the ASR
component 250 will output text data representing speech that
makes sense grammatically.

The speech recognition engine 258 may use a number of
techniques to match feature vectors to phonemes, for
example using HMMs to determine probabilities that feature
vectors may match phonemes. Sounds received may be
represented as paths between states of the HMM and mul-
tiple paths may represent multiple possible text matches for
the same sound.

Following ASR processing, the ASR results (1.e., text data
representing speech) may be sent by the speech recognition
engine 238 to the orchestrator 297 or other processing
components, which may be local to the device performing
ASR and/or distributed across the network(s) 199. For
example, ASR results 1n the form of a single textual repre-
sentation of the speech, an N-best list including multiple
hypotheses and respective scores, lattice, etc. may be sent
from the ASR component 250 to an NLU component 260
either directly or indirectly through the orchestrator compo-
nent 297.

The device performing NLU processing (e.g., the
server(s) 120) may include various components, including
potentially dedicated processor(s), memory, storage, efc.
The device performing NLU processing may include a
dedicated NLU component 260, which may include a named
entity recognition (NER) component 262 and an intent
classification (IC) component 264. The device performing
NLU processing may additionally include NLU storage 273,
and a knowledge base (not 1llustrated). The knowledge base
1s a database or other information storage that may include
information about entities that may be used 1n resolving
spoken utterances. The NLU component 260 may also
utilize gazetteer information 284 stored in an entity library
storage 282. The knowledge base and/or gazetteer informa-
tion 284 may be used for enftity resolution, for example
matching ASR results with different entities (e.g., song titles,
contact names, etc.). Gazetteers 284 may be linked to users
(e.g., a particular gazetteer may be associated with a specific
user’s music collection), may be linked to certain domains
(e.g., shopping), or may be organized in a varniety of other
ways. Domain, as used herein, may refer to a category of
content, such as music, videos, weather, etc.

The NLU component 260 takes text data (e.g., output
from the ASR component 250) and attempts to make a
semantic interpretation of the text data. That 1s, the NLU
component 260 determines the meaning behind the text data
based on the individual words and then implements that
meaning. The NLU component 260 interprets a text string to
derive an intent or a desired action from the user as well as
the pertinent pieces of information 1n the text data that allow
a device (e.g., the speech-detection device 110, the server(s)
120, an application server 125, etc.) to complete that action.
For example, 11 a spoken utterance 1s processed using the
ASR component 250, which outputs the text data “call
mom”, the NLU component 260 may determine the user
intended to activate a telephone in his/her device and to
initiate a call with a contact matching the entity “mom.”

The NLU component 260 may process several textual
inputs related to the same utterance. For example, 1f the ASR
component 2350 outputs N text segments (e.g., as part of an
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N-best list), the NLU component 260 may process all N
outputs to obtain NLU results.

The NLU component 260 may be configured to parse and
tag to annotate text data as part of NLU processing. For
example, for the text data “call mom,” the NLU component
260 may tag “call” as a command (e.g., to execute a phone
call) and may tag “mom” as a specific entity and target of the
command. In addition, the telephone number for the entity
corresponding to “mom” stored in a contact list may be
included in the annotated NLU results.

To correctly perform NLU processing of an utterance, the
NLU component 260 may be configured to determine a
“domain” of the utterance so as to determine and narrow
down which services oflered by an endpoint device (e.g., the
server(s) 120, the speech-detection device 110, an applica-
tion server(s) 125, etc.) may be relevant. For example, an
endpoint device may ofler services relating to interactions
with a telephone service, a contact list service, a calendar/
scheduling service, a music player service, etc. Words in text
data may implicate more than one service, and some services
may be functionally linked (e.g., both a telephone service
and a calendar service may utilize data from the contact list).

The NER component 262 receives an utterance in the
form of ASR results and attempts to identily relevant
grammars and lexical information that may be used to
construe meaning. To do so, the NER component 262 may
begin by 1dentifying potential domains that may relate to the
received utterance. The NLU storage 273 includes a data-
base of domains 274 associated with specific devices. For
example, the speech-detection device 110 may be associated
with domains for music, telephony, calendaring, contact
lists, and device-specific commumications. In addition, the
entity library 282 may include database entries about spe-
cific services on a specific device, either indexed by Device
ID, User ID, Household ID, or some other indicator.

A domain may represent a discrete set of activities having
a common theme, such as “shopping”, “music”, “calendar-
ing”’, etc. As such, each domain may be associated with a
particular language model and/or grammar database 276, a
particular set of intents/actions 278, and/or a particular
personalized lexicon 286. Each gazetteer 284 may include
domain-indexed lexical information associated with a par-
ticular user and/or device. For example, the Gazetteer A
284a includes domain-index lexical information 286aa to
286an. A user’s music-domain lexical information might
include album fitles, artist names, and song names, for
example, whereas a user’s contact-list lexical information
might include the names of contacts. Since every user’s
music collection and contact list 1s presumably different, this
personalized information improves entity resolution.

An utterance may be processed applying the rules, mod-
cls, and information applicable to each identified domain.
For example, 1f an utterance potentially implicates both
communications and music, the utterance may be NLU
processed using the grammar models and lexical informa-
tion for communications, and may also be processed using
the grammar models and lexical information for music. The
responses to the spoken utterance produced by each set of
models 1s scored, with the overall highest ranked result from
all applied domains being ordinarily selected to be the
correct result.

The IC component 264 parses the utterance to determine
an intent(s) for each i1dentified domain, where the 1ntent(s)
corresponds to the action to be performed that 1s responsive
to the spoken utterance. Each domain is associated with a
database 278 of words linked to intents. For example, a

music itent database may link words and phrases such as
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“quiet,” “volume ofl,” and “mute” to a “mute’ intent. The IC
component 264 1dentifies potential intents for each identified
domain by comparing words in the utterance to the words
and phrases 1n the intents database 278.

In order to generate a particular interpreted response, the
NER component 262 applies the grammar models and
lexical mformation associated with the respective domain.
Each grammar model 276 includes the names of entities
(1.e., nouns) commonly found 1n speech about the particular
domain (1.e., generic terms), whereas the lexical information
286 from the gazetteer 284 1s personalized to the user and/or
the device. For instance, a grammar model 276 associated
with a shopping domain may include a database of words
commonly used when people discuss shopping.

The intents 1dentified by the IC component 264 are linked
to domain-specific grammar frameworks (included 1n 276)
with “slots” or “fields” to be filled. For example, 11 “play
music” 1s an 1dentified intent, a grammar framework(s) may
correspond to sentence structures such as ‘“Play {Artist
Name},” “Play {Album Name},” “Play {Song name},”
“Play {Song name} by {Artist Name},” etc. However, to
make recognition more flexible, these frameworks would
ordinarily not be structured as sentences, but rather based on
associating slots with grammatical tags.

For example, the NER component 262 may parse the
spoken utterance to identify words as subject, object, verb,
preposition, etc., based on grammar rules and models, prior
to recognizing named entities. The 1dentified verb may be
used by the IC component 264 to 1dentily intent, which 1s
then used by the NER component 262 to i1dentily frame-
works. A framework for an intent of “play” may specily a list
of slots/fields applicable to play the identified “object” and
any object modifier (e.g., a prepositional phrase), such as
{Artist Name}, {Album Name}, {Song name!}, etc. The
NER component 262 then searches the corresponding fields
in the domain-specific and personalized lexicon(s), attempt-
ing to match words and phrases 1n the utterance tagged as a
grammatical object or object modifier with those i1dentified
in the database(s).

This process includes semantic tagging, which 1s the
labeling of a word or combination of words according to
theirr type/semantic meaning. Parsing may be performed
using heuristic grammar rules, or the NER component 262
may be constructed using techniques such as HMMs, maxi-
mum entropy models, log linear models, conditional random
fields (CRF), and the like.

For instance, an utterance of “play mother’s little helper
by the rolling stones” might be parsed and tagged as {Verb}:
“Play,” {Object}: “mother’s little helper,” {Object Preposi-
tion}: “by,” and {Object Modifier}: “the rolling stones.” At
this point 1n the process, “Play” 1s 1dentified as a verb based
on a word database associated with the music domain, which
the IC component 264 will determine corresponds to the
“play music” intent. No determination has been made as to
the meaning of “mother’s little helper” and “the rolling
stones,” but based on grammar rules and models, 1t 1s
determined that these phrases relate to the grammatical
object of the spoken utterance.

The frameworks linked to the intent are then used to
determine what database fields should be searched to deter-
mine the meaning of these phrases, such as searching a
user’s gazetteer for stmilarity with the framework slots. So
a framework for a “play music” intent might indicate to
attempt to resolve the identified object based on {Artist
Name}, {Album Name}, and {Song name}, and another
framework for the same intent might indicate to attempt to
resolve the object modifier based on {Artist Name}, and
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resolve the object based on {Album Name} and {Song
Name} linked to the identified { Artist Name}. If the search
of the gazetteer does not resolve the slot/field using gazetteer
information, the NER component 262 may search the data-
base of generic words associated with the domain (1.€., in the
NLU storage 273). For instance, if the utterance was “play
songs by the rolling stones,” after failing to determine an
album name or song name called “songs” by “the rolling
stones,” the NER component 262 may search the domain
vocabulary for the word “songs.” In the alternative, generic
words may be checked before the gazetteer information, or
both may be tried, potentially producing two diflerent
results.

The comparison process used by the NER component 262
may classity (1.e., score) how closely a database entry
compares to a tagged word or phrase, how closely the
grammatical structure of the utterance corresponds to the
applied grammatical framework, and based on whether the
database indicates a relationship between an entry and
information identified to fill other slots of the framework.

The NER component 262 may also use contextual opera-
tional rules to fill slots. For example, 11 a user had previously
requested to pause a particular song and thereafter requested
that the speech-detection device 110 *“please un-pause my
music,” the NER component 262 may apply an iniference-
based rule to fill a slot associated with the name of the song
that the user currently wishes to play—namely the song that
was playing at the time the user requested to pause the
music.

The results of NLU processing may be tagged to attribute
meaning to the utterance. For example, “play mother’s little
helper by the rolling stones” might produce a result of:
{domain} Music, {intent} Play Music, {artist name} “roll-
ing stones,” {media type} SONG, and {song title} “moth-
er’s little helper.” As another example, “play songs by the
rolling stones” might produce: {domain} Music, {intent}
Play Music, {artist name} “rolling stones,” and {media
type} SONG.

The output from the ASR component 250 may also be sent
to a user recogmition component 295 either directly or
indirectly through the orchestrator component 297. Alterna-
tively, the user recognition component 295 may be 1mple-
mented as part of the ASR component 250. The user
recognition component 295 performs user recognition using
the audio data 111, and optionally the ASR component
output. The user recognition component 295 may include a
scoring component that determines respective scores 1ndi-
cating whether the input utterance in the audio data 111 was
spoken by particular users. The user recognition component
2 may also include a confidence component that determines
an overall confidence as the accuracy of user recognition
operations. User recognition may mvolve comparing speech
characteristics 1n the audio data 111 to stored speech char-
acteristics of users. User recognition may also mvolve
comparing biometric data (e.g., fingerprint data, iris data,
etc.) recerved by the user recognition component 295 to
stored biometric data of users. User recognition may further
involve comparing image data including a representation of
a Teature of a user with stored 1mage data including repre-
sentations of features of users. It should be appreciated that
other kinds of user recognition processes, including those
known 1n the art, may be used.

Output from the NLU processing, which may include
tagged text data, commands, etc., and output of the user
recognition component 295 (e.g., a unique ID of a user) may
be sent to a command processor 290, which may be located
on a same or separate server 120 as part of the system 100.
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The system 100 may include more than one command
processor 290, and the command processor(s) 290 may be
determined based on the NLU output. For example if the
NLU output includes a command to play music, the com-
mand processor 290 selected may correspond to a music
playing application, such as one located on the speech-
detection device 110 or in a music playing appliance. Many
such command processors 290 may be available to the
system 100 depending on the various applications that may
be 1nvoked. If the NLU output includes a search utterance
(e.g., requesting the return of search results), the command
processor 290 selected may include a search engine proces-
sor, such as one located on a search server, configured to
execute a search command and determine search results,
which may include output text data to be processed by a T'TS
engine and output from a device as synthesized speech.

Output from the NLU component 260 (and optionally the
user recognition component 295) may be sent to a command
processor(s) 290/skill either directly or indirectly via the
orchestrator component 297. A “skill” may correspond to a
domain and may be soitware running on a server or device
akin to an application. That 1s, a skill may enable a server(s)
120/125 to execute specific functionality in order to provide
data or produce some other output called for by a user. The
system may be configured with more than one skill. For
example a weather service skill may enable the server(s) 120
to execute a command with respect to a weather service
server 125, a car service skill may enable the server(s) 120
to execute a command with respect to a taxi service server
125, an order pizza skill may enable the server(s) 120 to
execute a command with respect to a restaurant server 125,
etc.

The server(s) 120 may include a communication manager
command processor(s) 290. The communication manager
command processor(s) 290 may be configured to perform
various steps described herein with respect to message
generation and transmission.

The NLU operations described herein may take the form
of a multi-domain architecture, such as that illustrated in
FIG. 3. In the illustrated architecture, each domain (which
may i1nclude a set of intents and entity slots that define a
larger concept such as music, books etc. as well as compo-
nents such as trained models, etc. used to perform various
NLU operations such as NER, IC, or the like) may be
constructed separately and made available to the NLU
component 260 during runtime operations where NLU
operations are performed on text data (such as text data
output from the ASR component 250). FEach domain may
have specially configured components to perform various
steps of the NLU operations.

For example, the multi-domain architecture may consist
of multiple domains for intents/commands executable by the
system 100 (or by other devices connected to the system
100), such as music, video, books, and information. The
NLU component 260 may include a plurality of domain
recogmzers 335, where each domain may include 1ts own
recognizer 263. Each recognizer 263 may include various
NLU components such as an NER component 262, IC
component 264, and other components such as an entity
resolver, etc.

For example, a music domain recognizer 263-A may have
an NER component 262-A that identifies what slots (i.e.,
portions of mput text data) may correspond to particular
words relevant to the music domain. The slots may corre-
spond to entities such as (for the music domain) a performer,
album name, song name, etc. An NER component 262 may
use a machine learning model, such as a domain specific
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conditional random field (CRF) to both 1dentify the portions
of text data corresponding to an enfity as well as i1dentily
what type of entity corresponds to the text portion. For
example, for the text “play songs by the stones,” an NER
component 262-A trained for a music domain may recognize
the portion of text “the stones™ corresponds to an entity and
an artist name. The music domain recogmizer 263-A may
also have 1ts own IC component 264-A that determines the
intent of the utterance represented 1n the text data, assuming
that the text data 1s within the proscribed domain. An IC
component 264 may use a model, such as a domain specific
maximum entropy classifier to identity the intent of the
utterance, where the intent 1s the action the user desires the
system to perform.

As 1llustrated 1n FIG. 3, multiple domains may operate
substantially i parallel, with different domain specific com-
ponents. That 1s, domain B for video may have its own
recognizer 263-B including NER component 262-B and IC
component 264-B. Domain C for books may also have
similar components 1n 1ts recogmizer 263-C, and so on for
the different domains available to the system 100. When text
data 300 (e.g., ASR output text data) 1s received, the same
text data that 1s input into the NLU pipeline for domain A
263-A may also be mput into the NLU pipeline for domain
B 263-B, where the components for domain B 263-B will
operate on the text data 300 as 11 the text data 300 related to
domain B, the components for domain C 263-C will operate
on the text data 300 as 11 the text data 300 related to domain
C, and so on for the different NLU pipelines for the difierent
domains. Fach domain specific NLU pipeline will create 1ts
own domain specific NLU results, for example NLU results
A (for domain A), NLU results B ({for domain B), NLU
results C (for domain C), and so on. The different NLU
results may then be ranked and further processed using other
downstream components as explained below.

As shown i FIG. 3, an NER component 262 and IC
component 264 may be considered part of a recognizer (such
as recogmzer 263-A, 263-B, etc.). The recognizers 335 may
operate using machine learning trained models such as a
CRF, maximum entropy classifier, neural network (such as
a deep neural network (DNN) or recurrent neural network
(RNN) or other classifier. The recognizers 335 may also use
rules that operate on 1nput text data 1in a particular form to
identily named entities and/or intents. The recognizers 335
may also operate using a data structure such as a finite state
transducer (FST) to process the text data 300 to perform
NER and/or IC. Other techniques or models may also be
used to perform NER and/or IC. The techniques may also be
used together. For example, a set of rules, an FST, and a
trained machine learning model may all operate on text data
300 substantially 1n parallel to determine the named entities/
intents of an utterance represented 1n the text data 300. If one
technique performs its task with high enough confidence, the
system may use the output of that technique over the others.
The system may also prioritize the results of difierent
techniques 1n certain circumstances (for example rules
results may be higher priority than FST results, which may
be higher priority than model results, or some other con-
figuration). Each recogmizer (such as 263-A, 263-B, 263-C,
ctc.) may have 1ts own rules, FS'Ts, and/or models operating
such that each recognizer operates substantially in parallel to
the other recognizers to come up with 1ts own 1nterpretation
of the utterance represented 1n the text data 300.

The output of each recognizer may be an N-best list of
intents and slots representing the particular recognizer’s top
choices as to the meaning of the utterance represented 1n the
text data 300, along with scores for each 1tem 1n the N-best
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list. For example, for text data 300 of “tell me why you told
me the weather for Seattle,” the analysis domain recognizer
263-A may output an N-best list 1n the form of:

[0.95] DeterminePreviousProcessinglntent PreviousIn-
tent: GetWeatherIntent Location: Seattle, Wash.

[0.02] DeterminePreviousProcessinglntent PreviousIn-
tent: GetSonglntent ArtistName: Seattle

[0.01] DeterminePreviousProcessinglntent Previousln-
tent: GetSonglntent AlbumName: Seattle

[0.01] DeterminePreviousProcessinglntent Previousln-
tent: GetSonglntent SongName: Seattle
where the NER component 262-A of recognizer 263-A has
determined that for different items in the N-best list the word
“Seattle” corresponds to a slot. (Though different items 1n
the N-best list interpret those slots differently, for example
labeling “Seattle™ as a location in one choice, an artist name
in another choice, an album name in another choice, and a
song name 1n another choice.) The IC component 264-A of
recognizer 263-A has also determined that the intent of the
utterance represented 1n the text data 300 1s a DeterminePre-
viousProcessinglntent (and selected that as the intent for
cach item on the analysis N-best list). The recognizer 263-A
also determined a score for each 1tem 1n the list representing
the recognizer’s confidence that the particular item 1s cor-
rect. As can be seen 1n the example, the top item has the
highest score. Each recognizer of the recognizers 335 may
operate on the text data 300 substantially 1n parallel, result-
ing 1n a number of different N-best lists, one for each domain
(e.g., one N-best list for music, one N-best list for video,
ctc.). The size of any particular N-best list output from a
particular recognizer 1s configurable and may be diflerent
across domains.

While the recognizers 335 perform NER (e.g., identify
words of the imput text data 300 that are important for
downstream processing (sometimes called light slot filling),
and may even label those words according to type (such as
artist name, album name, city, or the like)), the recognizers
335 may not perform entity resolution (i.e., determining the
actual entity corresponding to the words of the text data
300). Enfity resolution 1s typically a higher latency process
and mvolves communications with a knowledge base 272 or
other component to precisely identity the specific entities.
As this process 1s resource 1ntensive, 1t may be preferable to
not pertorm this task for each item of every N-best list across
the multiple domains as some items have low scores and are
unlikely to be used and any resources spent performing
entity resolution would be wasted on low scoring items.
Thus, a filtering of potential results may first be performed
before engaging 1n more resource intensive processing. 1o
that end, the cumulative N-best lists 340 of all the domains
may be passed to a cross domain processing component 3535,
which may then further rank the individual items in the
N-best lists 340 as well as perform other operations.

The cross domain processing component 355 may include
a cross-domain ranker 350. The cross-domain ranker 350
takes the N-best lists 340 and selects from among the lists
the top choices to create a new N-best list that may include
items from different domains, but only includes the highest
scoring ones of those domains. The purpose of the cross-
domain ranker 350 1s to create a new list of top scoring
potential results, so that downstream (more resource nten-
s1ve) processes may only operate on the top choices.

As an example of a multi-domain N-best list created by
the cross-domain ranker 350, take the example text data 300
of “play the hunger games.” The text data 300 may be
processed by each of the recognizers 335, and each will
output an N-best list, resulting 1n the group of N-best lists
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340 input into the cross domain processing component 355.
The cross-domain ranker 350 may then rank the individual
items among the N-best lists to create a new N-best list. For
example, the cross-domain ranker 350 may output an N-best
list 1n the form of:

[0.78] Analysis DeterminePreviousProcessinglntent Pre-
viousIntent: GetWeatherIntent Location: Seattle, Wash.

[0.13] Video OutputVideolntent VideoName: Seattle

[0.07] Music PlayMusiclntent AlbumName: Seattle
where the top 1tems from different N-best lists from multiple
domains are grouped 1nto a single N-best list 360. As shown,
the top scoring item 1s {from the analysis domain 263-A,
includes the intent “determinepreviousprocessingintent,” a
slot labeled as previous i1ntent corresponding to
“getweather,” and a slot labeled as location corresponding to
the text “Seattle, Wachington.” The next item 1s from the
video domain 263-B, includes the intent “outputvideointent”™
and a slot labeled as video name corresponding to the text
“Seattle.” Each 1item in the cross-domain N-best list 360 may
also include a score. The size of the cross domain N-best list
360 is configurable.

While the cross-domain ranker 3350 takes as input the
N-best lists 340, 1t may also consider other information, such
as other data 391.

The cross domain processing component 355 may also
include a light slot filler component 352. The light slot filler
component 352 can take tex from slots and alter it to make
the text more easily processed by downstream components.
The operations of the light slot filler component 352 are
typically low latency operations that do not mvolve heavy
operations such as reference to a knowledge base. The
purpose of the light slot filler component 352 1s to replace
words with other words or values that may be more easily
understood by downstream components. For example, 1f the
text data 300 included the word “tomorrow,” the light slot
filler component 352 may replace the word “tomorrow” with
an actual date for purposes of downstream processing.
Similarly, a word “CD” may be replaced by a word “album.”
The replaced words are then included 1n the cross domain
N-best list 360.

The cross-domain N-best list 360 1s then output to a heavy
slot filler and entity resolver 370. This component 370 can
apply rules or other instructions to standardize labels or
tokens from previous stages mto an intent/slot representa-
tion. The precise transformation may depend on the domain
(for example, for a travel domain a text mention of “Boston
airport” may be transformed to the standard BOS three-letter
code referring to the airport). The entity resolver 370 can
refer to an authority source (such as a knowledge base 272)
that 1s used to specifically identily the precise entity referred
to 1in the entity mention identified in the mcoming text.
Specific 1ntent/slot combinations may also be tied to a
particular source, which may then be used to resolve the text
(such as by providing information or a command to be
executed 1n response to a user utterance). In the example
“play songs by the stones,” the entity resolver 370 may
reference to a personal music catalog, Amazon Music
account, user profile 504, or the like. The output from the
entity resolver 370 may include an altered N-best list that 1s
based on the cross-domain N-best list 360 but also includes
more detailed information about the specific entities men-
tioned 1n the text (such as specific entity IDs) and/or more
detailed slot data that can eventually be used by a command
processor 290 which may be incorporated into the same
system components or pipeline or may be on a separate
device in commumnication with the system. While 1llustrated
as a cross-domain resolver, multiple entity resolvers 370
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may exist where a particular entity resolver 370 may be
specific for one or more domains.

As can be appreciated, the entity resolver 370 may not
necessarily be successiul 1n resolving every entity and filling
every slot. This may result 1n incomplete results 1 the
combined N-best list. A final ranker 390 may consider such
errors when determining how to rank the ultimate results for
potential execution. For example, if an 1tem of the cross-
domain N-best list 360 comes from a book domain and
includes a read book intent, but the entity resolver 370
cannot {ind a book with a title matching the input query text,
that particular result may be re-scored by the final ranker 390
to be given a lower score. Each item considered by the final
ranker 390 may also be assigned a particular confidence,
where the confidence may be determined by a recognizer
263, cross domain processing component 335, or by the final
ranker 390 1itself. Those confidence scores may be used to
determine how to rank the individual NLU results repre-
sented 1n the N-best lists. The confidence scores may be
allected by unfilled slots. For example, 11 one domain 1is
capable of filling a slot (1.e., resolving the word 1n the slot
to an enfity or other recognizable form) for an input utter-
ance, the results from that domain may have a higher
confidence than those from a different domain that 1s not
capable of filling a slot.

The final ranker 390 may be configured to apply re-
scoring, biasing, or other techniques to obtain the most
preferred ultimate result. To do so, the final ranker 390 may
consider not only the NLU results of the N-best lists, but
may also consider other data 391. This other data 391 may
include a variety of information. For example, the other data
391 may include application rating or popularity data. For
example, 11 one application has a particularly high rating, the
final ranker 390 may increase the score of results associated
with that particular application. The other data 391 may also
include information about applications that have been spe-
cifically enabled by the user (as indicated in a user profile
504, discussed 1n reference to FIG. 5). NLU results from
enabled applications may be scored higher than results from
non-enabled applications. User history may also be consid-
ered, such as 1f the user regularly uses a particular supple-
mental application or does so at particular times of day.
Date, time, location, weather, type of device 110, user 1D,
context, and other information may also be considered. For
example, the final ranker 390 may consider when any
particular applications are currently active (such as music
being played, a game being played, etc.). The highest
scoring result (or results in the case of multiple commands
being 1n an utterance) may be passed to a downstream
command processor 290 for execution.

Following final ranking, the NLU component 260 may
output NLU output data 385. The NLU output data 385 may
include an 1ndicator of the intent of the utterance along with
data associated with the intent, for example an indication
that the mtent 1s “play music” and the music to be played 1s
“Adele.” The NLU output data 385 may be 1n the form of
previous NLU data such as an item(s) 1n the N-best lists 340,
an 1tem(s) in the cross-domain N-best list 360, or the like.
The NLU output data 385 may also be in a format executable
by the command processor 290. Multiple instances of NLU
output data (e.g., 385a-385n) may also be output.

Once the server(s) 120 determines what the top ranked
command 1s based on the NLU output data 385, the server(s)
120 determines the command processor 290 to send the
NLU output data 385 to. The command processor 290 then
executes the command to generate output data. If the data
output by the command processor 290 1s text data that needs
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to be converted to speech, the text data 1s sent to a TTS
component 414. In addition or alternatively to the text data
output by the command processor 290 being sent to the TTS
component 414, the text data may be inserted 1nto an email,
text message, or card for display to a user.

FIG. 4 1llustrates the components of the system 100 used
to convert text data 1into output audio data including speech.
The TTS component 414 may receive text data ({from the
command processor 290, application server(s) 123, or other
component) so the TTS component 414 may synthesize
speech corresponding to the text data. Speech may be
synthesized by the TTS component 414 as described below
with respect to FIG. 4.

The TTS component 414 includes a TTS {front end
(I'TSFE) 416, a speech synthesis engine 418, and a TTS
storage 420. The TTSFE 416 transforms input text data (e.g.,
from the command processor 290) into a symbolic linguistic
representation for processing by the speech synthesis engine
418. The TTSFE 416 may also process tags or other data
input to the TTS component 414 that indicate how specific
words should be pronounced. The speech synthesis engine
418 compares the annotated phonetic units and information
stored 1n a TTS storage 420 for converting the input text data
into speech (1.e., audio data). The TTSFE 416 and the speech
synthesis engine 418 may include their own controller(s)/
processor(s) and memory, or they may use the controller/
processor and memory of the server(s) 120, the speech-
detection device 110, or another device, for example.
Similarly, the instructions for operating the TTSFE 416 and
the speech synthesis engine 418 may be located within the
TTS component 414, within the memory and/or storage of
the server(s) 120, the speech-detection device 110, or within
an external device.

Text data mput into the TTS component 414 may be sent
to the TTSFE 416 for processing. The TTSFE 416 may
include modules for performing text normalization, linguis-
tic analysis, and linguistic prosody generation. During text
normalization, the TTSFE 416 processes the input text data
and generates standard/normalized text data, converting
such things as numbers, abbreviations (e.g., Apt., St., etc.),
and symbols ($, %, etc.) into the equivalent of written out
words.

During linguistic analysis, the TTSFE 416 analyzes lan-
guage 1n the normalized text data to generate a sequence of
phonetic units corresponding to the text data. This process
may be referred to as phonetic transcription. Phonetic units
include symbolic representations of sound units to be even-
tually combined and output by the system 100 as speech.
Various sound units may be used for dividing text data for
purposes of speech synthesis. The TTS component 414 may
process speech based on phonemes (1.e., individual sounds),
half-phonemes, di-phones (i.e., the last half of one phoneme
coupled with the first half of an adjacent phoneme), bi-
phones (1.e., two consecutive phonemes), syllables, words,
phrases, sentences, or other units. Each word may be
mapped to one or more phonetic units. Such mapping may
be performed using a language dictionary stored by the
system 100, for example 1n the TTS storage 420. The
linguistic analysis performed by the TTSFE 416 may also
identify different grammatical components such as prefixes,
sullixes, phrases, punctuation, syntactic boundaries, or the
like. Such grammatical components may be used by the TTS
component 414 to crait a natural sounding audio wavetform
output. The language dictionary may also include letter-to-
sound rules and other tools that may be used to pronounce
previously unidentified words or letter combinations that
may be encountered by the T'TS component 414. Generally,
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the more mnformation included 1n the language dictionary,
the higher quality the speech output.

Based on the linguistic analysis, the TTSFE 416 may then
perform linguistic prosody generation where the phonetic
units are annotated with desired prosodic characteristics,
also called acoustic features, which indicate how the desired
phonetic units are to be pronounced in the eventual output
speech. During this stage, the TTSFE 416 may consider and
incorporate any prosodic annotations that accompanied the
text data mput to the TTS component 414. Such acoustic
features may include pitch, energy, duration, and the like.
Application of acoustic features may be based on prosodic
models available to the TTS component 414. Such prosodic
models indicate how specific phonetic units are to be pro-
nounced 1n certain circumstances. A prosodic model may
consider, for example, a phoneme’s position 1n a syllable, a
syllable’s position 1n a word, a word’s position 1n a sentence
or phrase, neighboring phonetic units, etc. As with the
language dictionary, a prosodic model with more informa-
tion may result in higher quality speech output than prosodic
models with less information.

The output of the TTSFE 416, referred to as a symbolic
linguistic representation, may include a sequence of pho-
netic units annotated with prosodic characteristics. This
symbolic linguistic representation may be sent to the speech
synthesis engine 418, also known as a synthesizer, for
conversion 1nto an audio wavetorm of speech for output to
an audio output device and eventually to a user. The speech
synthesis engine 418 may be configured to convert the input
text data into high-quality natural-sounding speech 1n an
cilicient manner. Such high-quality speech may be config-
ured to sound as much like a human speaker as possible, or
may be configured to be understandable to a listener without
attempts to mimic a precise human voice.

The speech synthesis engine 418 may perform speech
synthesis using one or more different methods. In one
method of synthesis called unit selection, a unit selection
engine 430 matches the symbolic linguistic representation
created by the TTSFE 416 against a database of recorded
speech, such as a database of a voice corpus. The unit
selection engine 430 matches the symbolic linguistic repre-
sentation against spoken audio units in the database. Match-
ing units are selected and concatenated together to form a
speech output. Each unit includes an audio waveform cor-
responding with a phonetic unit, such as a short .wav file of
the specific sound, along with a description of the various
acoustic features associated with the .wav {ile (e.g., 1ts pitch,
energy, etc.), as well as other information, such as where the
phonetic unit appears in a word, sentence, or phrase, neigh-
boring phonetic units, etc. Using all the information in the
unit database, the unit selection engine 430 may match units
to the mput text data to create a natural sounding wavetorm.
The unit database may include multiple examples of pho-
netic units to provide the system 100 with many different
options for concatenating units into speech. One benefit of
unit selection 1s that, depending on the size of the database,
a natural sounding speech output may be generated. The
larger the unit database of the voice corpus, the more likely
the system 100 will be able to construct natural sounding
speech.

In another method of synthesis called parametric synthe-
s1s, parameters such as frequency, volume, and noise are
varied by a parametric synthesis engine 432, a digital signal
processor, or other audio generation device to create an
artificial speech wavelorm output. Parametric synthesis uses
a computerized voice generator, sometimes called a vocoder.
Parametric synthesis may use an acoustic model and various
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statistical techniques to match a symbolic linguistic repre-
sentation with desired output speech parameters. Parametric
synthesis may include the ability to be accurate at high
processing speeds, as well as the ability to process speech
without large databases associated with unit selection, but
also typically produces an output speech quality that may
not match that of unit selection. Unit selection and para-
metric techniques may be performed individually or com-
bined together and/or combined with other synthesis tech-
niques to produce speech audio data output.

Parametric speech synthesis may be performed as fol-
lows. The TTS component 414 may include an acoustic
model, or other models, which may convert a symbolic
linguistic representation into a synthetic acoustic wavetform
of the input text data based on audio signal manipulation.
The acoustic model includes rules which may be used by the
parametric synthesis engine 432 to assign specific audio
wavelorm parameters to mput phonetic units and/or pro-
sodic annotations. The rules may be used to calculate a score
representing a likelihood that a particular audio output
parameter(s) (e.g., frequency, volume, etc.) corresponds to
the portion of the mput symbolic linguistic representation
received from the TTSFE 416.

The parametric synthesis engine 432 may use a number of
techniques to match speech to be synthesized with input
phonetic units and/or prosodic annotations. One common
technique 1s using HMMs. HMMs may be used to determine
probabilities that audio output should match textual input.
HMMs may be used to translate from parameters from the
linguistic and acoustic space to parameters to be used by a
vocoder (1.e., the digital voice encoder) to artificially syn-
thesize the desired speech. Using HMMs, a number of states
are presented, in which the states together represent one or
more potential acoustic parameters to be output to the
vocoder and each state 1s associated with a model, such as
a Gaussian mixture model. Transitions between states may
also have an associated probability, representing a likelihood
that a current state may be reached from a previous state.
Sounds to be output may be represented as paths between
states of the HMM and multiple paths may represent mul-
tiple possible audio matches for the same mput text data.
Each portion of text data may be represented by multiple
potential states corresponding to different known pronun-
ciations of phonemes and their parts (e.g., phoneme 1dentity,
stress, accent, position, etc.). An 1mtial determination of a
probability of a potential phoneme may be associated with
one state. As new text data 1s processed by the speech
synthesis engine 418, the state may change or stay the same,
based on processing of the new text data. For example, the
pronunciation of a previously processed word might change
based on later processed words. A Viterb1 algorithm may be
used to find the most likely sequence of states based on the
processed text data. The HMMs may generate speech in
parametrized form including parameters such as fundamen-
tal frequency (10), noise envelope, spectral envelope, efc.
that are translated by a vocoder into audio segments. The
output parameters may be configured for particular vocoders
such as a STRAIGHT wvocoder, TANDEM-STRAIGHT
vocoder, harmonic plus noise (HNM) based vocoder, code-
excited linear prediction (CELP) vocoder, GlottHMM
vocoder, harmonic/stochastic model (HSM) vocoder, or
others.

For example, to create the customized speech output of
the system 100, the system 100 may be configured with
multiple voice mventories 478 (stored in TTS voice umt
storage 472), where each unmit database 1s configured with a
different “voice.” Such voice mventories may also be linked
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to user accounts. For example, one voice corpus may be
stored to be used to synthesize whispered speech (or speech
approximating whispered speech), another may be stored to
be used to synthesize excited speech (or speech approxi-
mating excited speech), and so on. To create the diflerent
voice corpuses, a multitude of TTS training utterances may
be spoken by an imndividual and recorded by the system 100.
The T'TS training utterances used to train a T'TS voice corpus
may be different from the training utterances used to train an
ASR system. The audio associated with the T'TS training
utterances may then be split into small audio segments and
stored as part of a voice corpus. The individual speaking the
TTS training utterances may speak in different voice quali-
ties to create the customized voice corpuses, for example the
individual may whisper the training utterances, say them in
an excited voice, and so on. Thus, the audio of each
customized voice corpus may match a desired speech qual-
ity. The customized voice inventory 478 may then be used
during runtime to perform unit selection to synthesize
speech.

As an alternative to customized voice corpuses or cus-
tomized parametric “voices,” one or more lilters may be
used to alter traditional TTS output to match a desired
speech quality (e.g., whisper, shout, etc.). For example, the
TTS component 414 may synthesize speech as normal, but
the system 100, either as part of the TTS component 414 or
otherwise, may apply a filter to make the synthesized speech
take on the desired speech quality. In this manner, a tradi-
tional TTS output may be altered to take on the desired
speech quality.

During runtime, the TTS component 414 may receive text
data for speech synthesis along with an indicator for a
desired speech quality of the output speech. The TTS
component 414 may then select a voice matching the speech
quality, either for unit selection or parametric synthesis, and
synthesize speech using the received text data and speech
quality indicator.

FIG. 5 illustrates a user profile storage 502 that includes
data regarding user accounts 504. The user profile storage
502 may be located proximate to the server(s) 120, or may
otherwise be 1n communication with various components,
for example over the network(s) 199. The user profile
storage 502 may include a variety of information related to
individual users, accounts, etc. that interact with the system
100. For 1llustration, as shown 1n FIG. 5§, the user profile
storage 502 may include data regarding the devices associ-
ated with particular individual user accounts 504. In an
example, the user profile storage 302 1s a cloud-based
storage. Each user profile 504 may include data such as type
of device data and location of device data for different
devices. Each user profile 504 may also include session 1D
data associated with respect session processing data. The
session processing data may include the determined com-
mands of utterances, the determined sources from which to
receive content for each utterance, and data indicating the
success and/or failures for each utterance (e.g., the correct-
ness of the data output for each utterance), for example. In
addition, each user profile 504 may include user settings,
preferences, permissions, etc. with respect to certain
domains. Each user profile 504 may additionally include
user athinity data, such as occupation of the user, hobbies of
the user, etc.

FI1G. 6 1llustrates speech processing pipeline data that may
be associated with given session ID data within a user profile
504. A session ID may be used to keep track of speech
processing operations with respect to a single spoken utter-
ance (e.g., a single portion of audio data received from the
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speech-detection device 110). Each session 1D 602 may be
associated with the text data 604 output with by the ASR
component 250, intent data 606 output by the NLU com-
ponent 260, populated slot data of an NLU output data
framework 608 output by the NLU component 260, as well
as API data 610 indicating the API invoked for the given
session. Each portion of API data 610 may be associated
with a particular domain. For example, a weather service
API may be associated with a weather domain, a music
service API may be associated with a music domain, a movie
service API may be associated with a movie domain, an
clectronical marketplace API may be associated with a
shopping domain, etc. Each session ID 602 may also be
associated with context data 612. The type and amount of
context data may be unique to each session ID. A session 1D
may be associated with location data indicating a geographic
location of the speech-detection device 110. A session ID
may also be associated with timestamp data indicating a
time when either the speech-detection device 110 detected
the utterance or the server(s) 120 received the audio data
from the speech-detection device 110. A session ID may
turther be associated with a user ID indicating the user that
spoke the utterance. Other context data 1s also possible. In
addition to being stored 1n a user profile 504, the data
represented 1n FIG. 6 may be sent to a separate storage for
a user, such as an operations log accessible by an application
developer.

The usefulness of data associated with each session 1D
may decay (1.e., become less usetul over time). For example,
the more time 1mvolved between the speaking of two utter-
ances, the less important the context information associated
with the first spoken utterance may become. After a thresh-
old amount of time, context data may be deleted from the

storage, thereby making space in the storage available for
more contemporaneous context data.

FIGS. 7A through 7D 1llustrate the processing of a spoken
utterance and the generation of a session record (e.g., the
association of a session ID with speech processing data). A
speech-detection device 110 receives (702) audio corre-
sponding to a spoken utterance. The speech-detection device
110 generates audio data corresponding to the audio, and
sends (704) the audio data to a server(s) 120 for turther
processing.

The server(s) 120 generates (706) a session 1dentifier (or
session ID) unique to processing ol the spoken utterance
represented 1n the audio data. The server(s) 120 may per-
form (708) ASR on the audio data to generate text data. The
server(s) 120 may also 1dentity (710) a user that spoke the
utterance represented in the audio data, and may associate
(712) the text data with the session ID 1n a profile of the
identified user.

The server(s) 120 may perform (714) NLU on the text
data to determine intent data representing an intent of the
utterance (1.e., representing an action the user desires the
system 100 to perform). The server(s) 120 may associate
(716) the 1intent data with the session ID 1n the profile of the
user.

The server(s) 120 may determine (718) a NLU format
associated with the intent indicated 1n the intent data. The
NLU format may provide a framework to organize NLU
data. The NLU format may, for example, include one or
more templates or other structures with which to store data
where the format may have a particular syntax and can be
used to generate data for the customer or for downstream
(e.g., TTS) processing. The NLU format may include slots
corresponding to entities associated with a given domain.
The server(s) 120 may associate (720) portions of the text
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data with slots of the NLU format as described in detail
herein with respect to FIGS. 2 and 3. The server(s) 120 may
also associate (722) the associated text data and slots with
the session ID 1n the profile of the user.

The server(s) 120 may determine (724) an application
associated with the intent. That 1s, the server(s) 120 may
determine an application from which to obtain content
responsive to the spoken utterance. The application may be
a first party (1P) application (such as one controlled or
managed by the server(s) 120) as well as third party (3P)
application (such as one managed by an application server(s)
125 1n communication with the server(s) 120 but not con-
trolled or managed by the server(s) 120). The server(s) 120
may also determine (726) an application program intertace
(API) associated with the application (i1.e., via which the
server(s) 120 may send a request for content to and receive
corresponding content from the application server(s) 125).
The server(s) 120 may associate (728) the data indicating the
application and API with the session ID in the profile of the
user.

As detailed above, the server(s) 120 may iteratively
associate speech processing and command execution data
with the session ID. Alternatively, it should be appreciated
that the server(s) 120 may associate all speech processing,
and command execution data with the session ID at once.
That 1s, after determine the API, the server(s) 120 may
associate (730), 1n a single instance, the text data, the intent
data, the associated text data and slots, the data indicating
the application, and the data indicating the API with the
session 1D 1n the profile of the user.

Moreover, as detailed above, the server(s) 120 may asso-
ciate the session ID with various data 1n the profile of the
user. It should be appreciated that the server(s) 120 may
associated the session 1D with various data 1n storage other
than the profile of the user. For example, such associated
data may be stored 1n a system processing history storage, or
the like.

After determine the API associated with the application,
the server(s) 120 may send (732), via the API to an appli-
cation server(s) 125, a signal requesting content responsive
to the utterance (e.g., responsive to the intent and tagged text
data output by the NLU component 260). The server(s) 120
receives (734), via the API from the application server(s)
125, content data.

If the content data 1s received as text data, the server(s)
120 may perform (736) on the content text data to generate
output audio data. The server(s) 120 may send (738) the
output audio data (either as received from the application
server(s) 125 or generated using TTS processing) to the
speech-detection device 110 (or other device indicated 1n the
profile of the user). The speech-detection device 110 (or
other device) outputs (740) audio corresponding to the
output audio data. In certain instances, the content data
received by the server(s) 120 from the application server 125
may include a link that may be sent from the server(s) 120
to the speech-detection device 110 so that the speech-
detection device 110 may use the link to access the content
from the application server(s) 123. In this case, the content
may be sent from the application server(s) 125 through the
server(s) 120 to the speech-detection device 110 or directly
from the application server(s) 125 to the speech-detection
device 110.

According to the present disclosure, a user may inquire as
to why the system 100 (namely the speech-detection device
110) output previous content. In some situations, the user
may inquire as to why certain content was output in response
to the user’s last spoken utterance. For example, the user
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may say “what 1s the weather.” In response thereto, the
system 100 (namely the speech-detection device 110) may
output temperature data such as “today it will be a high of
70 degrees and a low of 50 degrees. Sometime thereatter, but
without any intervening processing of the user’s utterances,
the user may state “why did you say that?” In other situa-
tions, the user may mquire as to why certain content was
output 1n response to a previous (but not the last spoken)
utterance of the user. For example, the user may say “why
did you output the weather for Seattle yesterday?” FIGS. 8A
through 8C illustrate the processing performed by the sys-
tem 100 1n response to a user inquiring with respect to the
processing of a previous utterance.

A speech-detection device 110 recerves (702) audio cor-
responding to a spoken utterance. The speech-detection
device 110 generates audio data corresponding to the audio,
and sends (704) the audio data to a server(s) 120 for further
processing.

The server(s) 120 performs (708) ASR on the audio data
to generate text data. The server may perform (802) NLU on
the text data to determine an intent to explain why content
with respect to the user’s last spoken utterance was output.
The server(s) 120 may alternatively perform (803) NLU on
the text data to determine an 1ntent to explain why specific
content was provided in response to a specific utterance.

The server(s) 120 identifies (710) a user that spoke the
utterance. The server(s) 120 also determines (804) session
ID data associated with the previous utterance. If NLU
processing determines the intent requests an explanation
with respect to the user’s last spoken utterance, the server(s)
120 may analyze timestamp data indicating when each
respective session ID of the user was generated. That 1s, each
portion of session ID data representing a different session 1D
may be associated with timestamp data indicating when the
session ID was generated. If, on the other hand, NLU
processing determines the intent requests an explanation
with respect to a specific utterance (1.e., one that was not the
last spoken utterance of the user), the server(s) 120 may
determine, 1n the user’s interaction history with the system,
data most similarly matching the user’s request. For
example, 1f the user request corresponds to “why did you
output the weather for Seattle yesterday,” the server(s) 120
may access the user’s history (e.g., may access system
processing records associated with the user’s unique user
ID), and therein determine content associated with a time-
stamp of “vesterday” and including imnformation specific to
weather and Seattle. The server(s) 120 may then determine
session 1D data representing a session ID associated with the
processing performed with respect to the determine user
history data. The session ID data may be stored 1n a profile
associated with the user, or other storage.

The server(s) 120 may determine (806) an output data
format associated with the intent to explain why content was
output. The output data format may include a template that
can be used to generate data for TTS processing. The
server(s) 120 may also determine (808) a first slot of the
output data format 1s to be populated with ASR text data.
The server(s) 120 may determine (810) ASR output text data
associated with the session ID data, and populate (812) the
first slot of the output data format with the ASR output text
data. The ASR output text data may be stored 1n a profile
associated with the user, or other storage.

The server(s) 120 may also determine (814) a second slot
of the output data format 1s to be populated with intent data.
The server(s) 120 may determine (816) intent data associ-
ated with the session ID data (i.e., data indicating an intent
determined with respect to the utterance processed with
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respect to the session ID indicated in the session ID data),
and populate (818) the second slot of the output data format
with the intent data. The intent data may be stored in a
profile associated with the user, or other storage.

The server(s) 120 may additionally determine (820) a
third slot of the output data format 1s to be populated with
application data. The server(s) 120 may determine (822)
application data associated with the session ID data (i.e.,
data indicating an application determined to have content
responsive to the utterance processed with respect to the
session 1D indicated 1n the session ID data), and populate
(824) the third slot of the output data format with the
application data. The application data may be stored in a
profile associated with the user, or other storage.

The server(s) 120 performs (826) TTS on text data
corresponding to the populated output data format to gen-
crate output audio data. In the example where the previous
utterance corresponds to “what 1s the weather,” the ASR
output text data may correspond to “what 1s the weather,” the
intent data may correspond to “get weather,” and the appli-
cation data may correspond to “weather service.” According
to an example, output audio data generated using the afore-
mentioned data may correspond to “I output the weather
because you said what 1s the weather and I interpreted what
1s the weather as an intent to obtain weather information. I
retrieved the weather information from weather service.”

The server(s) 120 sends (738) the output audio data to the
speech-detection device 110 (or another device 1indicated 1n
the user’s profile), which in turn outputs (740) audio corre-
sponding to the output audio data.

FI1G. 9 illustrates an example of an output data format that
may be used when the spoken utterance requesting to know
why content was output originates for a user. As 1llustrated,
the output data format may include a slot corresponding to
the content previously output, a slot corresponding to ASR
output text data, slots corresponding to portions of the ASR
output text data as well as corresponding slots for NLU
interpretations of the ASR output text data portions. The
output data format may further include a slot indicating the
application from which the content was received. Other slots
are possible.

A user may have the option to instruct the system to
perform processing with respect to an utterance in a certain
manner 1n the future based on the user receiving the pro-
cessing performed with respect to the utterance 1n the past.
Once data 1s output to the user using the output data format
associated with a user, the user may speak various further
utterances to the system that request the system perform
certain processes. In an example, the user may speak an
utterance to the system requesting the system determine a
new content source for the utterance. The system may
determine such an utterance corresponds to a “Discov-
erNewMediaSourcelntent” and perform associated process-
ing. In another example, the user may speak an utterance to
the system requesting the system create a new subscription
with respect to the newly determined content source. The
system may determine such an utterance corresponds to a
“CreateNewMediaSubscriptionIntent” and perform associ-
ated processing. Prior to allowing a user to further inquire
the system, the system may authenticate and verify the user
as being the user that spoke the previous utterance. Authen-
tication and verification may be performed by the user
recognition component 293,

A different output data format from that which 1s sent to
a user may be used when the spoken utterance requesting to
know why content was output originates from an application
developer. An application developer 1s a user having difler-
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ent permissions than traditional users of the system 100. For
example, an application developer may have the ability to
change how a given command processor 290 processes
utterances. An application developer may also debug any
1ssues present 1n a command processor’s logic. The slots and
structure of the output data format used to convey content to
a user may be different from the slots and structure of the
output data format used to convey content to an application
developer. Moreover, 1t should be appreciated that the slots
and structure of an output data format used to convey
content to one application developer may be different from
the slots and structure of an output data format sued to
convey content to another application developer.

An application developer user may have the option to
further engage the system with respect to processing per-
formed regarding a previous utterance. Once data 1s output
to the application developer user using the output data
format associated with an application developer, the user
may speak various further utterances to the system that
request the system perform certain processes. In an example,
the application developer may speak an utterance to the
system requesting the system check the status of a database.
The system may determine such an utterance corresponds to
a “checkdatabasestatusintent” and perform associated pro-
cessing. In another example, the application developer may
speak an utterance to the system requesting the system check
an availability of a service. The system may determine such
an utterance corresponds to a “checkserviceavailabilityin-
tent” and perform associated processing. In yet another
example, the application developer may ask about other
ASR outputs that were generated for the previous utterance,
other NLU intents that were determined for the previous
utterance, etc. Prior to allowing an application user to further
inquire the system, the system may authenticate and verily
the user as being the user that spoke the previous utterance.
Authentication and verification may be performed by the
user recognition component 295.

FIG. 10 1s a block diagram conceptually 1llustrating a user
device that may be used with the described system. FIG. 11
1s a block diagram conceptually illustrating example com-
ponents of a remote device, such as the server(s) 120 that
may assist with ASR processing, NLU processing, or com-
mand processing. Multiple servers 120 may be included in
the system 100, such as one server 120 for performing ASR,
one server 120 for performing NLU, etc. In operation, each
of these devices (or groups of devices) may include com-
puter-readable and computer-executable instructions that
reside on the respective device (110/120), as will be dis-
cussed further below.

Each of these devices (110/120) may include one or more
controllers/processors (1004/1104), which may each include
a central processing unit (CPU) for processing data and
computer-readable 1nstructions, and a memory (1006/1106)
for storing data and instructions of the respective device.
The memories (1006/1106) may individually include vola-
tile random access memory (RAM), non-volatile read only
memory (ROM), non-volatile magnetoresistive (MRAM),
and/or other types of memory. Each device (110/120) may
also include a data storage component (1008/1108) for
storing data and controller/processor-executable instruc-
tions. EFach data storage component (1008/1108) may indi-
vidually include one or more non-volatile storage types such
as magnetic storagee, optical storage, solid-state storage, etc.
Each device (110/120) may also be connected to removable
or external non-volatile memory and/or storage (such as a
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removable memory card, memory key drive, networked
storage, etc.) through respective imput/output device inter-
faces (1002/1102).

Computer instructions for operating each device (110/
120) and 1ts various components may be executed by the
respective device’s controller(s)/processor(s) (1004/1104),
using the memory (1006/1106) as temporary “working”
storage at runtime. A device’s computer instructions may be
stored 1n a non-transitory manner 1n non-volatile memory
(1006/1106), storage (1008/1108), or an external device(s).
Alternatively, some or all of the executable instructions may
be embedded in hardware or firmware on the respective
device 1n addition to or instead of software.

Each device (110/120) includes input/output device inter-
taces (1002/1102). A variety of components may be con-
nected through the mput/output device intertaces (1002/
1102), as will be discussed further below. Additionally, each
device (110/120) may include an address/data bus (1024/
1124) for conveying data among components of the respec-
tive device. Each component within a device (110/120) may
also be directly connected to other components 1n addition
to (or instead of) being connected to other components
across the bus (1024/1124).

Referring to FIG. 10, the device 110 may include mnput/
output device mtertfaces 1002 that connect to a variety of
components such as an audio output component such as a
speaker(s) 1018, a wired headset or a wireless headset (not
illustrated), or other component capable of outputting audio.
The device 110 may also include an audio capture compo-
nent. The audio capture component may be, for example, a
microphone 1020 or array of microphones, a wired headset
or a wireless headset (not 1illustrated), etc. The
microphone(s) 1020 may be configured to capture audio. IT
an array ol microphones 1020 1s included, approximate
distance to a sound’s point of origin may be determined by
acoustic localization based on time and amplitude difler-
ences between sounds captured by different microphones of
the array.

Via antenna(s) 1014, the mput/output device interfaces
1002 may connect to one or more networks 199 via a
wireless local area network (WLAN) (such as Wik1) radio,
Bluetooth, and/or wireless network radio, such as a radio
capable of communication with a wireless communication
network such as a Long Term Evolution (LTE) network,
WIMAX network, 3G network, 4G network, 5G network,
etc. A wired connection such as Ethernet may also be
supported. Through the network(s) 199, the system 100 may
be distributed across a networked environment.

The device 110 and/or the server(s) 120 may include the
ASR component 250. The ASR component 250 in the device
110 may be of limited or extended capabilities. The ASR
component 250 may 1nclude the language models 254 stored
in ASR model storage component 252. If limited speech
recognition 1s included, the ASR component 250 may be
configured to identily a limited number of words, whereas
extended speech recognition may be configured to recognize
a much larger range of words.

The device 110 and/or the server(s) 120 may include the
NLU component 260. The NLU component 260 in the
device 110 may be of limited or extended capabilities. The
NLU component 260 may comprise the NER component
262, the IC component 264, and/or other components. The
NLU component 260 may also include a stored knowledge
base and/or enftity library, or those storages may be sepa-
rately located.

The device 110 may further include the wakeword detec-
tion component 234 as described herein.
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The server(s) 120 may include the command processor
290 configured to execute commands/functions associated
with a spoken utterance as described herein.

The server(s) 120 may further include the user recognition
component 295 as described herein.

As noted above, multiple devices may be employed in a
single speech processing system 100. In such a multi-device
system, each of the devices may include different compo-
nents for performing different aspects of the speech process-
ing. The multiple devices may include overlapping compo-
nents. The components of the device 110 and the server(s)
120, as illustrated in FIGS. 10 and 11, are exemplary, and
may be located as a stand-alone device or may be included,
in whole or 1in part, as a component of a larger device or

system.
As 1llustrated mn FIG. 12, multiple devices (110, 1105-

110e, 120, 125) may contain components of the system 100
and the devices may be connected over a network(s) 199.
The network(s) 199 may include a local or private network
or may 1nclude a wide network such as the Internet. Devices
may be connected to the network(s) 199 through either
wired or wireless connections. For example, the speech-
detection device 110, a smart phone 1105, a smart watch
110c¢, a tablet computer 1104, and/or a vehicle 110e may be
connected to the network(s) 199 through a wireless service
provider, over a WiF1 or cellular network connection, or the
like. Other devices are included as network-connected sup-
port devices, such as the server(s) 120, application developer
devices (e.g., the application server(s) 125), or others. The
support devices may connect to the network(s) 199 through
a wired connection or wireless connection. Networked
devices may capture audio using one-or-more built-in or
connected microphones or audio capture devices, with pro-
cessing performed by ASR, NLU, or other components of
the same device or another device connected via the
network(s) 199, such as the ASR component 250, the NLU
component 260, etc. ol one or more servers 120.

The concepts disclosed herein may be applied within a
number of different devices and computer systems, 1nclud-
ing, for example, general-purpose computing systems,
speech processing systems, and distributed computing envi-
ronments.

The above aspects of the present disclosure are meant to
be 1llustrative. They were chosen to explain the principles
and application of the disclosure and are not intended to be
exhaustive or to limit the disclosure. Many modifications
and variations of the disclosed aspects may be apparent to
those of skill in the art. Persons having ordinary skill in the
field of computers and speech processing should recognize
that components and process steps described herein may be
interchangeable with other components or steps, or combi-
nations of components or steps, and still achieve the benefits
and advantages of the present disclosure. Moreover, it
should be apparent to one skilled 1n the art, that the disclo-
sure may be practiced without some or all of the specific
details and steps disclosed herein.

Aspects of the disclosed system may be implemented as
a computer method or as an article of manufacture such as
a memory device or non-transitory computer readable stor-
age medium. The computer readable storage medium may
be readable by a computer and may comprise nstructions
for causing a computer or other device to perform processes
described in the present disclosure. The computer readable
storage medium may be implemented by a volatile computer
memory, non-volatile computer memory, hard drive, solid-
state memory, flash drive, removable disk, and/or other
media. In addition, components of one or more of the
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modules and engines may be implemented as in firmware or
hardware, such as the AFE 220, which comprises, among
other things, analog and/or digital filters (e.g., filters con-
figured as firmware to a digital signal processor (DSP)).

Conditional language used herein, such as, among others,
can,” “could,” “might,” “may,” “e.g.,” and the like, unless
specifically stated otherwise, or otherwise understood within
the context as used, 1s generally intended to convey that
certain embodiments include, while other embodiments do
not include, certain features, elements and/or steps. Thus,
such conditional language 1s not generally intended to imply
that features, elements, and/or steps are 1n any way required
for one or more embodiments or that one or more embodi-
ments necessarily include logic for deciding, with or without
other input or prompting, whether these features, elements,
and/or steps are included or are to be performed 1n any
particular embodiment. The terms “comprising,” “includ-
ing,” “having,” and the like are synonymous and are used
inclusively, 1 an open-ended fashion, and do not exclude
additional elements, features, acts, operations, and so forth.
Also, the term “or” 1s used 1n 1ts 1inclusive sense (and not in
its exclusive sense) so that when used, for example, to
connect a list of elements, the term “or” means one, some,
or all of the elements 1n the list.

Disjunctive language such as the phrase *“at least one of X,
Y, Z.,” unless specifically stated otherwise, 1s understood
with the context as used in general to present that an item,
term, etc., may be erther X, Y, or Z, or any combination
thereot (e.g., X, Y, and/or 7). Thus, such disjunctive lan-
guage 15 not generally intended to, and should not, imply that
certain embodiments require at least one of X, at least one
of Y, or at least one of Z to each be present.

As used 1n this disclosure, the term “a” or “one” may
include one or more 1tems unless specifically stated other-
wise. Further, the phrase “based on” 1s intended to mean
“based at least in part on” unless specifically stated other-
wise.

What 1s claimed 1s:

1. A computer-implemented method comprising: during a
first time period at one or more remote devices:

receiving, from a device, first mput audio data corre-

sponding to a first utterance;

generating an identifier;

associating the identifier with the first utterance;

performing speech recognition processing on the first

iput audio data to generate first text data;
associating the first text data with the identifier;
performing natural language processing on the first text
data to determine a first intent corresponding to the first
utterance;

associating the first intent with the identifier;

performing natural language processing on the first text

data to determine at least a portion of the first text data
that potentially corresponds to an enfity;

associating, with the identifier, the at least a portion of the

first text data and an indication of the entity;
determining an application associated with the first intent;
associating application data representing the application
with the i1dentifier;
sending, to a remote device associated with the applica-
tion, a signal requesting content responsive to the first
utterance;

receiving, irom the remote device, content data represent-

ing the content; and

causing the device to emit the content data; and

during a second time period subsequent to the first time

period at the one or more remote devices:

&6

10

15

20

25

30

35

40

45

50

55

60

65

28

receiving, from the device, second input audio data cor-
responding to a second utterance;

performing speech recognition processing on the second
input audio data to generate second text data;

performing natural language processing on the second
text data to determine a second 1ntent corresponding to
the second utterance, the second intent being to deter-
mine an explanation for processing of the first utterance
and to receive previous speech processing results cor-
responding to the first utterance;

determining the i1dentifier associated with the first utter-
ance;

determining, based on the identifier, at least one of the
first text data, the first intent, the at least a portion of the
first text data, the indication of the entity, or the

application data;
determining an output data format associated with the
second 1ntent:;
generating output data using the output data format,
wherein the output data includes the first text data and
at least one of the first intent, the indication of the
entity, or the application data with at least a first portion
of the output data format; and
sending the output data to the device.
2. The computer-implemented method of claim 1, turther
comprising:
receiving, from the device, third input audio data corre-
sponding to a third utterance;
performing speech recognition processing on the third
input audio data to generate third text data;
performing natural language processing on the third text
data to determine a third intent corresponding to the
third utterance, the third intent being to receive speech
processing results corresponding to a fourth utterance;
determining a second identifier associated with the fourth
utterance;
determining speech processing data associated with the
second 1dentifier:
determiming the output data format 1s associated with the
third intent:
generating second output data using the output data
format, wherein the second output data includes at least
a portion of the speech processing data; and
sending the second output data to the device.
3. The computer-implemented method of claim 2, further
comprising;
determining the third text data includes an indication of a
time period when the fourth utterance was spoken;
determining, in a profile associated with the third utter-
ance, the time period; and
determining the second identifier 1s associated with the
time period 1n the profile.
4. A system comprising:
at least one processor; and
at least one memory including instructions that, when
executed by the at least one processor, cause the system
to:
perform natural language processing on mput text data
representative of mput from a user device to deter-
mine an intent of a current user mput;
determine the intent 1s to receive an explanation of a
previous output corresponding to a previous user
input and receive previous speech processing results
corresponding to the previous user input;
determine an 1dentifier associated with the previous
user mput;
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determine previous speech recognition results associ-
ated with the identifier;

determine previous natural language processing results
associated with the identifier;

determine an output format associated with the intent;

generate output data using the output format, wherein
the output data includes a portion of the mmput text
data and at least one of: at least a portion of the
previous speech recognition results or at least a
portion of the previous natural language processing
results; and

send the output data to a first device associated with the
input text data.

5. The system of claim 4, wherein:

the previous speech recognition results include text data

output based on the previous user input, and

the previous natural language processing results include at

least one of a previous intent determined based on
processing ol the previous user mput, or application
data representing an application associated with the
previous intent.

6. The system of claim 4, wherein the instructions, when
executed by the at least one processor, further cause the
system to:

receive mput audio data corresponding to the previous

user input;

generate the identifier;

perform speech recognition processing on the mput audio

data to generate second input text data;

associate the second mput text data with the i1dentifier;

perform natural language processing on the second 1nput

text data to determine a previous intent;

associate the previous intent with the 1dentifier;

determine an application associated with the previous

intent;

associate application data representing the application

with the identifier;

send, to a remote device associated with the application,

a signal requesting content responsive to the previous
user input;

receive, from the remote device, content data representing

the content; and

cause the first device to emit the content data.

7. The system of claim 6, wherein the 1nstructions, when
executed by the at least one processor, further cause the
system to:

associate, after determining the application, the second

input text data with the identifier and the previous
intent with the identifier.

8. The system of claim 4, wherein the previous user input
1s a previously spoken utterance.

9. The system of claim 4, wherein the 1nstructions, when
executed by the at least one processor, further cause the
system to:

determine context data representing at least one of a

geographic location of a user or a timestamp corre-
sponding to when audio corresponding to the previous
user mput was recerved; and

associate the context data with the identifier,

wherein the output data further includes at least a portion

of the context data.

10. The system of claim 4, wherein the instructions, when
executed by the at least one processor, further cause the
system to:

determine a user corresponding to the input text data 1s an

application developer; and
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determine, based on the user being an application devel-

oper, a second output format.

11. The system of claim 4, wherein the 1nstructions, when
executed by the at least one processor, further cause the
system to:

recerve input audio data corresponding to a second utter-

ance;

perform speech processing on the mput audio data to

determine a second intent to determine a new content
source for the previous user input; and

associate the previous user mput with the new content

source.

12. The system of claim 4, wherein the 1nstructions, when
executed by the at least one processor, further cause the
system to:

determine the previous user mput was received at a first

time;

determine the first time 1s within a threshold amount of

time to a current time; and

determine, based on the first time being within the thresh-

old amount of time, the identifier.

13. A computer-implemented method comprising:

performing natural language processing on input text data

representative of input from a user device to determine
an intent ol a current user input;

determiming the intent 1s to receive an explanation of a

previous output corresponding to a previous user iput
and receive previous speech processing results corre-
sponding to the previous user input;

determining an identifier associated with the previous user

nput;

determining previous speech recognition results associ-

ated with the i1dentifier;

determining previous natural language processing results

associated with the i1dentifier;
determining an output format associated with the intent;
generating output data using the output format, wherein
the output data includes a portion of the input text data
and at least one of: at least a portion of the previous
speech recognition results or at least a portion of the
previous natural language processing results; and

sending the output data to a first device associated with
the input text data.

14. The computer-implemented method of claim 13,
wherein:

the previous speech recognition results include text data

output based on the previous user mnput, and

the previous natural language processing results include at

least one of a previous intent determined based on
processing of the previous user mnput, or application
data representing an application associated with the
previous intent.

15. The computer-implemented method of claim 13, fur-
ther comprising:

recetving input audio data corresponding to the previous

user input;

generating the 1dentifier;

performing speech recognition processing on the input

audio data to generate second 1put text data;
associating the second input text data with the identifier;
performing natural language processing on the second
iput text data to determine a previous intent;
associating the previous intent with the identifier;
determining an application associated with the previous
intent;

associating application data representing the application

with the identifier;
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sending, to a remote device associated with the applica-
tion, a signal requesting content responsive to the
previous user mput;

receiving, from the remote device, content data represent-
ing the content; and

causing the first device to emit the content data.

16. The computer-implemented method of claim 15, fur-

ther comprising:

associating, aiter determiming the application, the second
mput text data with the identifier and the previous
intent with the identifier.

17. The computer-implemented method of claim 13,

wherein the previous user input 1s a previously spoken
utterance.

18. The computer-implemented method of claim 13, fur-

ther comprising:

determining context data representing at least one of a
geographic location of user or a timestamp correspond-
ing to when audio corresponding to the previous user
input was received; and

32

associating the context data with the identifier,

wherein the output data further includes at least a portion
of the context data.

19. The computer-implemented method of claim 13, fur-

> ther comprising:

10

15

determining a user corresponding to the input text data 1s
an application developer; and

determiming, based on the user being an application
developer, a second output format.

20. The computer-implemented method of claim 13, fur-

ther comprising:

recerving second input audio data corresponding to a
second utterance;

performing speech processing on the second input audio
data to determine a second intent to determine a new
content source for the previous user mput; and

associating the previous user mput with the new content
source.
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